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SUMMARY

Here is con51dered a class of measures of- central tendency of -
frequency distributions, their uses 111ustrated and a systematic account -
-of their . various properties, viz., consistency, unbiasedness, -existence
of moments, asymptotic normahty as well as the asymptotic efficiency,
has been given. A consistent and distribution-free estimate of the
> variance of -such a statistic has ‘also been supplied.

1. INTRODUCTION

LET Xl, -++,X, be n independent observations drawn at random from -
a populatlon having a continuous cumulative distribution  function
(cedf) F(X). Let Xy < - - < X be the sample ordered varlables

Wc then deﬁne a k-th order rank-welghted mean as -

-Tk(Xl,_---,‘X,. (2k+1)_12(1*1 ( | )X(,, a .

j=k+1

where k is some non-negative 1nteger In the partlcular cise: k=0,
_ T, reduces to the sample mean, and is known to have certain well-known
properties. Again in the case: k= [(n — 1)/2] [s] being ‘the largest
integer. contained in §; Tp—ya reduces to the’ sample——_.medlan Now -
‘for some cdf’s, the sample mean does hot appear to be véry suitable (e.g.,
the double exponennal distribution or the Cauchy distribution), and -
further the sample mean is sensitive to.variations of the sample outlying
_observations. Again, in most of the cases, the sample median is of com-
*paratively low efficiency, as a measure of the population location para-.
meter; and further it is not at all sénsitive t6 minor fluctuations of the
-sample outlying’ observations. From this standpomt it appears that

an optimum measure of central tendency of a frequency distribution ...

should fairly be dependent on all'the sample observations, should not
be materially affected by the minor flictuations of the sample outlymg._

[
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observations, and further it should be reasonably efficient. The class
of statistics {T} appears to be quite suitable in this respect. Further
‘the sample mean is not usable for censored or truncated samples. In
such a case, the optimum measure of central tendency, as may be found
by the method of maximum likelihood or the method of least squares
on ordered variables, depends appreciably on the parent cdf, and further
appears to be very cumbrous in respect of the computations involved
and, the usual non-parametric -approaches are generally of considerable
low efficiency. Here also, we can use our class of statistics {7}, and
the advantages are that these are computationally simpler, independent

of the parent cdf F(x), and have reasonably high efficiency for many

commion type of cdf’s.

In the particular case, the statistic T1 has been prOposed and studied
by Ghosh-(1950). The same statistic has also been considered by way
of illustration, by the present author (Sen, 1960), in establishing certain
convergence-properties ‘of Hoeffding’s (1948) U-statistic. The object
of the present investigation is to give a systemaic account of the varjous
properties of the class of statistics {T}, namely its consistency, unbiased-
ness, existence of its moments, asymptotlc normality and asymptotlc
efﬁc1ency

2. SoME MOMENT-PROPERTIES OF {T%}

Here we propose to prove some theorems on the existence of the
moments of T, and on the unbiasedness of T, for a class of parent
cdf’§. -

TueoreM 2.1. For any continuous cdf F(x) possessing a finite
$-th order moment, for some § > 0, the r-th moment of T} in a sarmple
of size n, ex1sts for all real and positive r, satlsfymg

(k+1)8 nz= 2k + 1.

Proof.'—Corresponding to the 2k + 1 independent observations

- Xa, * 1y Xagya, We define the following counter-function
b (Xa,, "t {Ya,kh) = X*(ay, =", oza), . Y
where X*(ay, **, am4r) is the median of 2k -+ 1 observations
- Xai, ***> Xazrs- Then obviously X* is a measurable function, and

it is symmetnc in its arguments. Now following Hoeffding (1948)
we define the corresponding U-statistic as

U (X, *, X,) = (2k—}— 1) Z b (Xa,, , Xa,k+1)s (2.2)

i
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where the summation C, extends over all possible 1 <oy <+ <agn
<n. It is then readily proved that ’
Tk(le".:Xn)zUk(Xl’.“}Xﬁ) ’ (2'3)

It thus follows from (2.1) through (2.3) that a necessary and suffi-
cient condition for the existence of the r-th moment of Tj is that the
r-th moment of ¢; exists, i.e., the r-th moment of the sample median
in a sample of size (2k + 1) exists. Also it follows from a theorem
on the existence of the moments of the sample ordered variables,
proved earlier by the author (Sen, 1959), that for any continuous cdf
F(x) possessing a finite 8-th order moment, for some & > 0, the r-th
moment of the sample median, in a sample of size (2k + 1) exists for
all r <(k+1)8. . .

Hence, the theorem.

It is thus seen that the greater is the value of k, the more relaxed
is the assumption regarding the existence of the moments of the parent

cdf F (x), in respect of the existence of the moments of Ty This -

property is particularly useful when the range of the parent cdf is
extended to infinity on either side, and we are not sure about the high
order of terminal contact, and thus where moments of the parent
cdf beyond a certain order may not exist; the Cauchy distribution
naturally provide a very common example. For this cdf, T; has a
finite mean but no finite variance, T, has both a finite mean and a finite
variance, and in general T, has finite moments up to the k-th order.

Now the sample mean is an unbiased estimator of the popula-
tion mean, even if Xi, -, X, are not identically distributed, but all
have a common mean. Here the unbiasedness of T has been. Proved
under quite general regolarity conditions.

THEOREM 2.2. Let X, have the coutinuous cdf’F; (x) for i =1,
coeon If Fy(x), + -, F, (%) are all symmetrical about the common
location p, taken to be equal to zero, (but these cdf’s are otherwise
quite arbitrary); then the distribution of T is also symmetrical about
p=0. If, in addition, all these cdf’s possess a finite &-th moment, for
some & > 1/(k+ 1), then T, is an unblased estimator of u.

Proof—It follows from (1.1) that: :
Tk(_Xl,”l.s —Xn):—T(Xls .”:Xn) (2'4)

for all points X = (Xy, -+, X,) in the sample space S. Thus, if Sy

is the set of points in the sample -space S, for which’Ty > A,

. hen the set of points'C (S_y) for which T, < — A is obtained by chang-
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ing the\signs of the co-ordinates of thepoints of Sy i.e., if [Xy, ) X

&Sy, then (—Xy, -+ -, —X,) e C(S_)), where C denotes the complement]

Now, by virtue of the symmetry of F,(x) around p =0, for i =1,
-, n, we have

p(XI’ ttt, Xn) =P(_ Xl: Y _Xn): fOl'_au XES; : (2~5)

point X. Thus, we get directly from (2.4) and (2.5) that for any real A.-
C P{XeSH=1— P{XeC (S}

Hence, the distribution of T, is symmetrical about u = 0.

- It now follows from (2.3) and (2.4) that

E{Ty (X, -+, X)) = (2, ") ZE{MXM,--- Xog. )

@ 6)

where the summation C, extends over all p0551b1e 1<Ka < -
< agy <. By virtue of the symmetry of the distribution of Ty around
p=0,"it is thus- sufficient to prove that £ {¢ (Xup, **-, Xy}

exists under the stated regularity conditions.

Now,

B (Ko s X))
= 525 A q FM(/\) H [1 —F, O\)] dle ()0, @. 7)
kO d=1
where the summation S, extends over the posslble {(2k + Dkk}
combinations of, the (2k + 1) integers (ay, - - -, ag41) iNto three subsets
of sizes k, 1, and k respectively. Now the existence of the §-th moment
of F;(x) implies that [¢f. Sen (1959)] _ _
(@) | x |° F;(x) is bounded for all x <0 and it tends to zero a )
X — — oo, ' | -
®) | x [°[1 — Fy(x)] is bounded for all x>0 and it converges

. to zero as x — oo,

and‘

() o -fl x 16 dF; (x) < 0'<‘J,'Iforia1.1‘ i=1,+n,

where p (X3, -+ -, X,) stands for the joint density function of the samplé ‘
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Thus, for any 8> 1/(k +1), .

k ER N
(i) {A[*% IT F,,()) is bounded for all A <0 and it converges
i=1 ) . .

to zero as A—> — oo, ‘ - and

k+ L '
i) [ A2 TI [1— F;, ()] is bounded for all A3> 0 and it tends

j=k+2 .
to zero as A — oo; and hence from (2.7) and (), we get
directly that . : :
E{¢e(Xap, "+ > Xy} < 00, for any 8> 1/(k + 1).

T .
I-cIence, the theorem.

" Mean and variance of T, when Xy, -+, X, are identically i‘{istribute.d“

If Xy, -+, X, are identically distributed, hiaving the common
df F (x), . then
L Gkt '
BTy (K e X = GRE | PGP — O ARG

0
}

=a® ) @Y

where g, () is the expectation of the sample  median in a, sample
of size (2k + 1). If the parent cdf F(x) be symmetrical -about the,,
location parameter g, then it follows from Theorem 2.2, that gi (6)
=y for all k. o _ o i

_ . To use the notations of Hoeffding (1-9.48)‘,; we'novsl/ let - .

'#fc.o\(ixvals Y ’xacl)‘z E{¢Iv (‘xap tr oty Xags Xa.c_Ha T X“Zk:*—l)}
Tl ‘ oo oo .
and o
Loo = E (W0 Xy -+, X} for =0, -+, 2k 1.
Then, assuming the cdf F (x) -to possess -a - finite 8-th order moment

for . some 6> 2/(k + 1), it follows from Theorem 2.1, that™fy g4, < 0o,
and hence following Hoeffding (1948), we get.[using (2.3)]
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G RO ) G Gy

2
(2k :— D {ya + 0 (n—z)

2k+1

) . -2k | 2.9 -

3. ASYMP'fOTIC NORMALITY OF {T4} . _ T

It now follows from Hoeffding’s (1948) well-known theorem on
the asymptotic normality of U-statistic, and from (2.8) -and (2.9) that
for all edf’s possessing a finite 8-th order moment for some 8 > 2/ (k + 1),’
the variable

né {Tk (Xls " iiAXn) _ glc (0)} :
o e | G.D

has asymptotically a normal distribution with zero mean and unit
variance. It also follows from Theorem 2.2 that g, (6) reduces to the
population median for all ¢df’s, symmetric about u. But the quantity
{x., depends appreciably on the parent cdf, even when the cdf is sym-
metrical about x. A knowledge of the value of ¢,, or any consistent
estimate of it is essential for attaching confidence limits to g, (6) based
upon T or for testing any hypothesis regarding the numerical value of
£z (0). The following is a distribution-free and consistent estimate of

Irae

Let
n— 1y |
( Z ¢k(Xi, Xap ".}Xaﬁk) (3.2)
C’r.f ’
where the summation C,,, extends over all 1 <oy <+ < ay <1, : -
with-a;5% j for i, =1 ---, 2k. Then, we have
- . Tk (X19 'an): n_l 2"1=1 Vk.:l . (33) .
Also let )

S T - (3.4)




-ON SOME PROPERTIES OF THE RANK-WEIGHTED MEANS 57

It then follows from a’theorem on the structural convergence of
Hoeffding’s U-statistic, proved by the author (Sem, 1960) that s,* is -
a distribution-free and consistent estimate of {;,. Now, if in (3.2),
we replace X; by X|; the j-th ordered variable in the sample, and denoté
the corresponding value of Vi by Vi, for all j=1, -+, n; it is then

‘obvious that

5t = —{Z Van — Tkl}
n—l[z Vi — nTy? :l . | B (3-5

j=1

" And, it follows by simple arguments that

o= ()0
e

- $=k+1

VRS

i=j+1
for j='1,°-",n
Thus, the values of Vwun can be computed from any given sample,

and whence s,% is evaluated. Int the partlcular case of k =0, it read11y
follows that’ :

Vip = X for all j=1,+,n;
and hence so reduces to the sample Variance itself.

Once s,2 has been: obtained, we can use

nt {Ty(Xy, "+, X)) — 8 ()}
2k + 1) s

for large samples as a normal variate with zero mean and unit variance,’
and the same may be employed for the purpose of attaching confidence
limits to g (6), or for performing any tests of significance regardmg
the numerical value of gy (6),

1=
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4 STOCHASTIC CONVERGENCE oF {Tk}

[N A
It now: follows from the asymptot1c normahty of.. the xexpressron

in (3 1) that if we select any.; arbltrarlly small{e,,} w1th ]1m_ €= 0

s ’l—oo -
but lim nte, = 0o, then . . S TR

. =00

T oa=00

lim P{g,,(e) — 6 < Ty X) > g (O)+ e} =1 (41) -
- Whence, the consistency of T as an estimate of g (6).

. The sample mean 'possesses some further. stochastic convergence
properties. In fact if X 1 s X are 1dentrcall)l and 1ndependently'-
distributed and have a finite ﬁrst-order momént, then it follows from .
Kintchine’s Law of Large Numbers that the sample mean converges
with probability one to the population+inean. - The same property is*

also possessed’ by T, even under more relaxed cond1t1ons
\

TueoreM 4.1. If X, : X .are, 1dent1cally and independently
distributed and the cdf F (x) possesses a finite o-th order moment for
some O: )

5=1 if k=0,

o @kED o1,
>{(2k+1)(k+1)} : f‘
“then Ty ,converges wzth probabzlity one. to g,, . N

If further, &> (4k) /{(2k + 1) (k+ D} for k>1, and:_'S-;";l if -
k= 0 then T % converges in probabzlzty oné to g,, (0) ’ :

- Proof-- ——We consrder here only the case k>1;.as the case k = 0
follows directly from Kmtchme s Law of Large Numbers .

. It then follows from a theorem on the strong convergence of
U-statrstrc consrdered earher by the author (Sen, 1960)- that

U(Xl,--- ,.)—( ) Zf(Xar,-_; Xi) (42)

. Cm

(where the summatlon C,,, extends over all possrble 1 <oy < orr
'<a,,, <n) converges with probabrhty one to its expectatron, provrded .

Eo{ lf(Xa,, : Xa,.) l1+ o} < oo for some 8 > 1'—1/m,.

and U (Xy, =5 ,,) converges in probabrhty one to its. expectatlon
provided, 80>1——2/ . AT
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- Thus from (2.2) and (2. 3) we get that T} (Xy, '~ -, X,) converges
with probab1hty one to its expectatlon gx (0) prov1ded -
E{|¢k (Xal, - a2k+1)|1+"°}<oo for some8 >2k/(2k+ 1)
4.4

- Also, from Theorem 2 .1, we note that (4.4) would hold true, pfov1ded
the parent cdf F (x) possesses a finite 6-th order moment for some &

(1+2) . (@k+1)
(k417 {Gk+ D&+ D}

Similarly:" if we replace the “condifion ‘in (4.4) by 8> Qk— 1)/
(2k + 1) we arrive at the convergence of T (X;, *, X,)to g (6), in
_ probability oneé, provided & > 4k/{(2k + 1) (k b 1)}. R

8>

Hence, the theorem. S v
5. EFFICIENCY OF {T}} .

In view of the asymptotic normality of n? {T; — g, (6)} a measure
of its efficiency may be based upon its variance, and it then follows
from (2.9) that for any edf F (x) possessing 2 finite’ second-order monent
the efficiency of 7', with respect to .the sample-mean is equal to

VT, a5, X = (% + D Levarn) BNCRY

In large samples, E;, reduces to 1/{(2k + 2L, 1. Now ¢, as well
as {y.or depends upon the parent cdf F(x) and hence, no statement
may be made regarding the numerical value of Ej in the general case.
By way of illustration, we have considered here ithe noérmal distribution
and have deduced the values of £, for k <4, n <10, -

Ek=

" One advantage of T, is that it is usable in the censored case, where.
the smallest r, and the largest r, sample observations are censored for
all ry, r, < k. Insuch a case, the best (minjimum variance) linear estimate
of the population location based on the sample ordered observations,
‘have been proposed by many workers, and in the- particular case of the "
normal cdf, explicit solutions are due to Sarhan and Greenberg (1956)
A simplified estimate -of -the mean has also been proposed by Winsor™
to. Dixon (1960), and this is almost fully- efficient for all samples of size
less than 10: Here, we have compared the efficiency T with respect
to the sample mean as well as to the Winsotian estimate of the mean -
from censored sample with ry'=r, = k. {(Winsorian estimate has been '
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designated as 6,*.) For normal cdf, T is slightly less efficient than.
6,*, though for many non-normal edf’s (¢f, Cauchy distribution,
Laplace distribution, etc.). 7% is much more efficient than 6,*.

TABLE -I

T_he variance_of T, (Xy, -, X,) from a normal population with unit

. variance*

Sample - Variance of T (X4, -+, X )

SI;e k=20 k=1 k=2 k=3 k=4

1 1-0000
2 0-5000
3 0-3333  0-4487
4 - 0-2500  0-2982
5 0-2000  0-2290 :0-2868
6 0-1667 - 0-1870 - 0-2147
7 0-1429  0-1584 = 0-1768 | 0-2104
8 0-1250 0-1375  0-1513  0-1682 _
9 0-1111  0-1216  0-1326 . 0-1442  0-1661

. 10 0-1000° 0-1089 . 0-1175  0-1266  0-1383

* Tables for the variance-covariance of order statistics from normal distribu-
tion, by Sarhan and Greenberg (1956) has been used for the above computationse

As n — oo, the efficiency of T; with respect to the sample mean
tends to 94:4%;, and that of 7, with tespect to the sample mean tends
to 87-4%,. For normal population, T is more efficient than the sample
median, while for double exponential distribution, 7 is more effi-
cient than the sample mean. In particular, for. Cauchy distribution, -
the sample mean is absolutely unsuitable, while as T3 for k > 1, appears
to be consistent as an estimate of the population location, and for k& > 2,
V (Ty) exists and.converges to zero ‘as n —> 00, ‘ '
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. TABLE IT |

'The eﬂictency of T, with respect to 0, * and the sample mean for normal
' parent cdf ana' for n < 10

E_fﬁciency of T}, with re'spect' to (in %)

Sample k=1 k=2 . k=3 k=4
sizen - — v
" Sample . 6,* Sample ;% Sample 6;* Sample 8,*
mean mean . mean . . mean
331000 . . . |
4 838 100
5§13 986 69:7 . 100
6 891 976 776 100
7 90-2 969 80-8. 980 67-8 100
8 909 964 826 963 743 100
9 914 961 838 951 771 978 66:9 100

10 91-8 . 95-8- 85-1 947 79:0 962 72:3" ‘100
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